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ABSTRACT

The Naval Medical Research and Development Command desires to non-

destructively measure the inertial properties of nonhuman primate bodies

and limbs, with possible extension to humans. The results can be used In

building accurate body dynamics models for crash and seat ejection studies.

ANCO has investigated the use of multi-axis radiographs (X-ray photographs)

of anatomical segments with high energy photons, which allows the deter-

mination of total mass, center of gravity, and the inertia tensor. This

technique does not require any knowledge of the nature of the tissues

studied (or their absorption coefficient) and does not require expensive CT-

scan equipment. It was concluded that by using relatively inexpensive and

simple equipment, the inertial properties could be determined with an

accuracy of 5% to 10%, except for the off-diagonal terms of the inertia ten-

" K sor where the errors could be larger. This larger error, however, is of

limited concern in body dynamic studies.
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1.0 INTRODUCTION

In the mechanical analysis and modeling of body response during dynamic

events such as athletic activities, crashes, and military aircraft ejection,

the inertial properties of various components of the body must be known.

These properties are the total mass (M), the center of gravity (X, Y, Z),

the moments of inertia about each of three axes (Ixx, lyy, Izz) and the

cross inertial terms (Ixy, Ixz, Iyz). Using these quantities in dynamic
models allows realistic prediction of dynamic response. The Navy wishes to

measure these body parameters (in humans and in experimental animals such as

nonhuman primates) nondestructively and by an economical and simple proce-

dure.

The nondestructive measurement of the mass or the inertia tensor of

• .humans and laboratory animals has previously been carried out by others by avariety of means. These techniques include Computer Tomography (CT) [1-3],

conventional radiography [4,5], ultra sound [6], and direct physical dynamic

measurement [7]. Additional discussion of such techniques are found in

References 8 through 21.

Huang (1] has used CT scanning to determine these inertial terms for a

variety of human and nonhuman subjects to accuracies on the order of 2% to

5% (as proven by sectioning of frozen animals after the CT scans). CT scan-

ners use X-rays with energies in the region of 65 keV: and consequently, the

.. absorption depends somewhat (=50%) on the type of tissue involved (atomic

composition). Thus, once the CT scans are taken, they must be reviewed and

*' segmented (differentiate bone from muscle, for example) so that published

attenuation coefficients can be applied. Once this is done, the reia-

tionship between the CT scan intensities (Hounsfield numbers) and density is

established. The total mass and inertia tensor can then be easily computed

from the detailed density distribution.

CT scans (and related scanning techniques) are an accurate and proven

technique for inertia tensor determination. CT scans provide even more

information than is desired. They can also break down the information for

each component of the body (e.g., liver). Dr. Huang has informed ANCO that

he can perform such analyses for about $25.000 per specimen.

The NAVY suggested the use of higher energy X-rays (above 120 keV)

since the dependence of attenuation on atomic composition is much smaller

l-11-1
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(for example, at 120 keV Calcium attenuates about 39% more than carbon,

whereas at 200 keV the difference is down to 19%, at 350 keV it is 5%, and

at 600 keV there is less than 1% difference). The advantage of using higher

energy X-rays (photons) is the elimination of the need to characterize the

atomic composition of the tissues (this could be neglected with CT scans but

could result in errors on the order of 40%). (Development of a high-energy

CT system would be very costly.)

The NAVY suggested the use of a smaller number of radiograph axes than

are used in CT scans (typically 100 to 300). Note that CT scans investigate

"slices" by taking multiple scans through the slice for 100 to 300 different

angular orientations around the normal axis of the slice and reconstructing

the image by computational techniques. If the body is analyzed as a series

of these slices, the full mass properties can be computed. In Section 2.0,

* we show that three properly conducted "conventional" radiographs in orthogo-

nal axis provide sufficient information to compute all inertial properties

(M, X, Y, Z, Ixx, Iyy, Izz, Ixy, Ixz, and lyz). Scans in two orthogonal

axes (say x,y) allow computation of M, X, Y, Z, Ixx, Iyy, Iyz, and Ixz. A

scan in one axis (say x) allows computation of M, Y, Z, Ixx, and Iyz. While

additional scans can provide redundancy and error reduction, ANCO does not

believe many axes are required, except in the sense that as more angular

axes are taken around a given axis, the information begins to approach that

of a CT scan from which, as discussed above, inertial information can be

extracted. The advantage of using a limited number of axes is that

"conventional" radiographic methods can be used (simpler, more portable,

less expensive). Note that a technique using only a few axes cannot yield

separate data on internal organs except in that their contributions to the

total body inertia are, of course, included. It is possible to use this

method to segregate the inertial properties of large body sections (limbs,

torso, head, etc.).

1-2



2.0 GENERAL TECHNICAL DISCUSSION
Il ,"

As mentioned In Section 1.0, the effort would involve the attempt to

U Iestablish a few-axes, high-energy radiographic technique to determine iner-

tial properties of anatomical segments.

2.1 Definitions

We assume that volume to be studied can be discretized into a fine

space grid (X,YZ axes). At each point (Xi, Yj, Zk), we assign a uniform

" :'5density pi, J, k. The properties we derive are then

(1) M =pijk AV (total mass)

:.,. ijk
(2) X pijkXi/M

Y = lpijkYJ/M (Coordinates of the center of gravity)
ijk )

z = jpijkZk/M
ijk

Ixx Ixy Ixz
I = lyx Iyy Iyz (inertia tensor)

Izx Izy Izz

Iyx = Ixy
Ixz = Izx
Iyz = Izy

(3) Ixx = pijk (Yj-Y)2 + (Zk-Z) AV..
ijk

(and similar for Iyy, Izz)

(4) Ixy = -jpijk[(Xi-X)(Yj-Y)]AV

(and similar for Izx, Izy)

" 2.2 Derivation From Few-Scan Data

As will be shown in Section 2.3. the X-ray scans can provide a measure
of the total mass transversed by a beam through a single grid section

(5) Fik N jpijk
I

where Fjk Is the total mass transversed along a grid line at location Yj, Zk

(for all Xi). For simplicity, the AV has been left out. Similarly, we can

_ 2-1
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def ine

U(6) Fik = jpijk

(7) Fji = YPiJk
k

Assume that the F functions have been derived from three scans in orthogonal

* -(x,y,z) directions. From Equations 1, 5, 6, and 7, we see that this infor-

mation yields three independent estimates of the total mass, M

M = Fjk = jFik = Fji
jk k ii

From Equations 2, 5, 6. and 7. we see that this information yields two inde-

pendent estimates of the center of gravity coordinates, for example

= JpijkXi/M

i jk

= Xi I (Ipijk)/M
I k

SXxi I FJi/M or jXi jFki/M

~j~l5=~~(and similar for I, Z) 6 n ,w e htti nomto

For simplicity in what follows, assume the axes have been shifted to yield

yieds woIndependent estimates of the moments of inertia (diagonal terms

of he neriamatrix), for example

lxx = pijk (Yi2 - 4k2)
ijk

=XYj
2  pijk + Zk 2  jpijk

j i k k ji

JFj1  ~ jFjk
Ij

jXYjz or + IZk2 or
* *. jk

XF.jk jFik
k

(and similar for lyy and Izz)
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Finally, from Equations 4 through 7, we see that this information yields a

single estimate of the off-diagonal inertia terms, for example

* Ixy = -1 pijk XiY jljk

= I Xi Yj (Ipijk)
ij k

I ) XiYjFji

2.3 Measurement of Scan Data

As shown in the previous section, the measurement of the various F

functions (Equations 5 through 7) allows the computation of all desired

properties. The F functions can indeed be measured from the attenuation of

an X-ray beam through the media studied. Note if a beam of strength RI

transverses a grid line (for simplicity assume a 1-cm grid), the attenuated

output will be

-' -,P, -11,P -pNPN

RA = RI e e .... e

-jIpnpn

= RI e n

* - where N is the number of cells in the grid transversed,

in is the attenuation coefficient for grid location n, and

pn is the density for grid location n.

Hence,

11inpn log (RI/RA)
n

For constant pn. defined as p, as is the case for higher energy

photons

(8) F = Ypn = log (RI/RA)
n

* -" 2.4 Conceptual Implementation

K The production of a high-energy X-ray (photon) beam could be carried

out by an X-ray tube (special units can go higher, but conventional X-ray

I mH2-3
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*., machines can typically reach 150 to 200 kV) or a radioactive source (e.g., ,

Cs' 3 7 at 662 keV energy, or CoG o at 1.25 MeV average energy). The recording

can be made by standard X-ray film or photon (X-ray, gamma ray) sensors.

ANCO believes that a radioactive source and standard film is optimal, as

illustrated in Figure 2.1. Note that if the inertia tensor cross-axis terms

(Ixy, etc.) are not required, then only two scans are needed. Calibration

wedges and grid point markers are present in the radiograph so as to provide

for calibration and orientation. The developed radiograph films can then be

scanned with a photodensitometer (over the grid, compared to the known

"- calibration wedges) to determine the F functions.

22-4

a 2-

'

- k- - - I



Source

Film

Anatomical Segment to be

Grid Point Markers (in film but out of
plane of anatomical

Calibration Wedge sget

Inertia for All Terms If Gross Terms Not Needed
(3 scans, mutually perpendicular (2 scans at 90' to body axis)
at 370 to body axis)

SS S
2 3

3 7" S

X3 
I-

Figure 2.1: Implementation (Example)
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3.0 X-RAY SOURCE

The decision must be made as to the source of the X-rays, either an X-

ray tube can be used or a photon X-ray (gamma ray) source. Most commercial

X-ray tubes operate below several hundred keV. Special industrial X-ray

tubes can reach several MeV. All tubes provide a distributed energy source

containing energies above and below their specified energy (the bulk being

Pbelow).

Gamma-ray sources can provide single energy photon X-rays at high

energies. Examples include Cesium 137 at .66 MeV (33 year half-life, .39

R/hr/Curie at 1-meter dosage) and Cobalt 60 (5.3 year half-life, 1.35

.. R/hr/Curie).

Our studies indicate that a radioactive (gamma-ray) source is pre-

ferable to an X-ray tube for the following reasons:

* The source can have a higher energy than the more commonly

available tubes.

* The source energy is monochromatic (single energy), while the
tube has much radiation at lower energies where absorption is

atomic-number dependent. This is true even for high-energy
tubes.

• -' The source is more easily shielded than is a machine because of
the small size of the source.

I' 3-1
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4.0 EXPOSURE TIME AND DOSE

Calculations and actual testing indicate that for Agfa D-7 film (with

5-mg Pb screens and XIO intensifier) and the source placed 1 meter from the

segment and screen, the following exposure time and doses are required (the

sources and strengths below were those currently available to us and could,

' of course, be varied in future work).

Source Strength Exposure Time (min.) Dose (Roentgens)

Csl37 .146 Ci 343 .32
Co60 .80 C1 26 .47

The exposure time can be reduced by placing the source closer to the

- object or increasing source strength (dose will not be significantly

changed). Thus, for example, use of a one-Curie source at 1/2 meter would

result In an exposure time of 12.5 minutes for Cs137 and 5.2 minutes for

Co60. Both this distance and source strength are practical, as several

. !exposures (typically 3) must be made.

We are looking at total exposure times of 15 to 40 minutes; it appears

i feasible to hold an anesthetized animal still for this length of time. A

dose of about one Roentgen should not cause the animal harm on a one- or

two-time basis. It is possible that alternate films and intensifiers may

further reduce these times and dosages. Larger sources could be used to

* reduce exposure time. Alternately, the use of more sensitive detectors,

- versus film, for recording measurements can reduce dosage (see Section

10.0).

-- 1
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5.0 EXPOSURE CONFIGURATION

As anticipated, multiple exposures are desired. The issues to be con-

sidered are

* Can non-orthogonal views be used?

0 Would more than three views be useful?

* Can exposure be made simultaneously using multiple sources?

* How can the anatomical segment be "spotted" to establish a
coordinate reference?

The first three points above have a common solution. Non-orthogonal

views are useful so as to better isolate a given segment. For example, the

head is connected to the body by the neck. If the mass properties are

desired above a given reference (say a specified vertebrae) and if one could

severe the head at the point and "float" it in space, one could easily take

three orthogonal views, each encompassing the entire head. Since we wish to

do non-destructive testing, this cannot be done. Orthogonal views of an

unsevered head will result in some non-coverage and error, as illustrated in

* Figure 5.1.

Non-orthogonal views, also shown in Figure 5.1, reduce this error. The

error could be reduced to zero by having the views in the same horizontal

plane. However, they would no longer be independent, and this would lead to

an inability to estimate certain mass properties. Hence, some angle,

although small, must exist between all scans. Multiple scans produce redun-

dancy and help to make up for almost dependent scans and are, consequently,

potentially useful.

Alternately, as suggested by Mr. Lustik, if bilateral symmetry of the

head (or other anatomical segment) is assumed then only two views are

required for full information. Inspection of the equation for the off-..

diagonal inertia terms (e.g., Equation 3 in Section 2.0) shows that if, for

example, the head is symmetric about the x-z plane and the center of coor-

dlnates is taken at the center of gravity then Ixy and Izy will be zero.

Thus, a view in the x direction will yield M, Y, Z, Ixx, and Izy (which is

zero). A view in the y direction will yield M, X, Z, lyy, and Izx (which is

non-zero). We know Ixy is zero--from the x and y view taken together, we

5-1
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Orthogonal views of a

severed head have complete

coverage.
V%

So

Orthogonal views of an
attached head can introduce
errors.

Non-orthogonal views reduce
this error

Figure 5.1
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get Izz, hence, we have the entire inertia matrix. (In fact, y and z views

will also suffice.) Table 5.1 summarizes the information available from

various views.

In addition to these considerations, we must concern ourselves with

beam spreading. A source closer than about two meters will have a signifi-

cant non-parallel beam. Non-orthogonal views, multiple views (more than

three), and beam speed all introduce transformations of the data that must be

accounted for. Fortunately, there is a simple technique for doing so.

Assume that any number of views are taken in any number of orien-

tations. The views are discretely converted to give a vector, R, of

measurements. For example, if five views were taken and a 20x20-cm grid

used for each, then there would be 5x20x20 or 2000 measurements, and R would

be a vector of length 2000. Assume also that in a convenient orthogonal

tcoordinate system, the space containing the segment is discretely converted

into cells of assumed uniform density, P. Thus, if the space is 20x20x20

cm, we can define a vector P of size 8000. Depending on the geometry of the

views and the spreading ray path, each element of R is linearly dependent on

a some (in fact a very few) of the elements of P

R = TP

Where T is a large (2000 x 8000) matrix with most terms equal to zero.
r.'

The P cannot be solved for, as there are too few equations (2000) for the

unknowns (8000); and further, all the equations may not represent linearly

Independent data. We do not, however, wish to know P but rather certain

-" linear combinations of P (i.e., mass, center of gravity, inertia tensor).

For example, the elements of the inertia tensor can be placed in a six com-

ponent vector J

J = UP

Where, for example, U is a 6 x 8000 matrix. For the moment, assume

that the matrix T can be inverted and call this inversion TI.

Then

P = TIR

and

..5 .. ° . .. . .... ......



TABLE 5.1: INFORM4ATION AVAILABLE FROM VARIOUS VIEWS AND ASSUMPTIONS

Views M x Y Z lxx Ivy [zz Ixy Ixz Iyz i

X * * * 0 0*

y* * 0 * 0

Z * * * * 0*0

X and Y * * * * * * 0 * 0*

X and Z * * * * 0* 0*

Y and Z ** * 0* * 0

X, Y, and Z * * * * * * 0* * 0*

Note: Multiple asterisks indicate redundancy; 0 indicates a known zero
* value under assumption of bilateral symmetry about x-z plane.

5-4-



J = UP

or

J = UTIR.

Where UTI is a 6 x 2000 matrix. We would, in fact, have an over-

constrained system (more equations than unknowns). Note that UTI. if it

existed, is only a property of the geometry of the sources and views and is

independent of the properties of the segment under study.

" This form of problem occurs frequently in various processing and esti-

mation tasks [151. In fact, a matrix, TI, can be defined that has many of

S.the properties of the (non-existent) inverse of T. It is called the pseudo

inverse (also the Penrose inverse, or singular value decomposition inverse).

Without further elaboration here, note that J = UTIR should provide a good

estimate of the inertial properties. We know that in an orthogonal parallel

scan, the answer Is exact (as provided in our proposal) and feel that non-

S'-orthogonal scans with spreading beams should also yield a good estimate (as

long as the angles are not too far from 90 degrees) and that multiple views

(beyond three) can help. Thus, the pseudo inverse allows solution in one

- formalism, accounting for:

- Non-orthogonal views

* Spreading beams .S
* Redundant views (in the limit - a CT Scan)

The evaluation of UTI, while a lengthy computation, needs only be done

once and will not change once a view geometry is chosen and maintained.

.-' Also mentioned above are two other Issues: simultaneous exposure and

spotting for coordinate reference. In principle, all views could be exposed

at once, thus reducing the time that an animal must be held still

(anesthetized). There is no mathematical reason why the data could not be

" . analyzed even if one view received direct exposure from more than one

source. However, the effect of scattering would be greater in such a

situation (because with one source, much of the scattered radiation would

fall upon one of the other views, see Section 10.0). This effect will be

quantified but will probably suggest against simultaneous exposure. Note

* .. that if used, simultaneous exposures reduce exposure time but not dosage.

5-5". -1



The spotting of a coordinate reference is required. Our idea is to
place a small dense object (ball bearings) at known points on the segment

(e.g., vertebrae, top of head, temples, etc.), then locate these in each of

the view exposures. The data-reduction computer program would then relate

these to the coordinate system in which the mass properties are defined.

" 'The weight of the objects would have little effect on the calculated mass

properties or, because they would be known, could be subtracted out automa-

tically by the data-reduction computer.

7 %
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6.0 ACCURACY

A primary goal is to determine the potential accuracy of this tech-

nique. Note that researchers, using a CT scanner to determine inertial pro-

* perties, have, at great cost, produced results with a 5% accuracy. It is

* \ unlikely that the accuracy of our few-scan techniques would be better.

6.1 Discretization

A coarser grid will give greater error than a finer grid, but requires

more computation. Discretization errors are evaluated in Section 9.5.

6.2 Attenuation Sensitivity

. Even at several hundred keV and higher, there is some variation in

attenuation that depends on atomic number (not just density). In Section

9.5, we present theoretical calculations of a 6.35-cm radius sphere in which

the outer 1 cm is assumed to be 5% less attenuating than the inner part.

This represents an upper bound on the attenuation sensitivities expected.

The discretization error discussed above is present as well. In this case,

mass was still predicted to within 1.3%, and the moment of inertia error is

predicted to 6% (i.e., 1.% different from the case in which only discretiza-

tion error is present). Medical X-ray technology always has sought tissue

differentiation capability, quite understandably. This has played a major

role in selection of the operating voltage of the X-ray sources. In the

commonly used 70 to 100 keV region, the mass absorption coefficients are

quite sensitive to the atomic number of the materials in the path of the

beam. One gram of calcium per square centimeter of beam cross section

absorbs nearly twice the number of X-rays than are absorbed by one gram of

carbon per square centimeter. As a result, bones are very prominent in

medical X-rays. The contrast between bones and soft tissue also is a func-

tion of their different densities, of course, but the different chemical

composition also is a significant factor.

At energies above approximately 300 keV, and up to approximately 2 MeV,

o .* the variation in these mass absorption coefficients is very much reduced.

Radiographs produced in this energy range should exhibit densities quite

independent of minor variations in composition. At the energies emitted by

radioactive Cs' 3
7 or CoO ° , 662 keV or approximately 1.25 MeV. respectively,

6-1. . . . .



O : the variation in mass absorption coefficient between carbon and calcium is

no more than about one percent.

The only exception is hydrogen, which tends to have a coefficient about

twice that of the other elements. Eight-percent hydrogen tissue has a

radiographic density approximately 8% higher than it would be if the tissue

had some other element substituted for the hydrogen. Fortunately, it seems

unlikely that similar parts of different bodies will vary in hydrogen con-

" tent by more than perhaps one percent. The same probably can be said about

all but the gravest of injuries or dehydration effects in the same body. The

effect of typical hydrogen content can be covered by the calibration pro-

cess. Then the error associated with hydrogen content variations should not

exceed about one percent.

The overall composition effect on error at Cs' 3 7 or CoO ° energies also

should be of the class of one percent, perhaps two at the very most, in con-

cert with the numerical case mentioned above.

6.3 Scattering

X-ray or gamma ray scattering declines more rapidly with increasing

energy than does absorption, but scattering remains significant throughout

the practical range of energies. For cesium or cobalt sources, scattering

totals approximately 1.5 times absorption. Some of the rays will be scat-

tered in a direction that transverses the film, and statistically will

contribute to the exposure. This does have the potential to limit the

accuracy of the entire process, if not properly taken into account in the

experiment plan or the data reduction.

- The angular distribution of the scattered gamma rays is energy depen-

.* dent, becoming more and more forward, relatively, at higher and higher

energies. The 662-keV gammas from cesium scatter with the distribution shown

below:

Suattering Angle
Range, Degrees Percent of Scatters Cum. Percent

0 - 10 2.8 2.8
10 - 20 7.6 10.4
20 - 30 10.4 20.8
30 - 40 11.8 32.6

6-2..................--.----.-.--....



40 - 50 10.2 42.8
50 - 60 8.4 51.2
60 - 70 7.5 58.7
70 - 80 6.4 65.1
80 - 90 5.7 70.8
0 - 90 70.8

Seventy percent are scattered forward, versus thirty percent backward.

The energy of the scattered radiation is less than that of the original pho-

ton, declining from the undegraded value for near zero degree scatter to 288

keV at 90 degrees. Nevertheless, one must be careful to avoid massive

"- objects immediately behind the film.

The significance of the scattering is not hard to understand. Envision

an equidimensional body resting on a film cassette, and irradiated by the

collimated bundle of gamma rays. Scattering events occur throughout the

body. Events in the upper central region can be scattered at angles up to

L. 30 or 40 degrees and, if they escape further scatter, arrive at a point in

the film directly beneath the outer regions of the body. One third or more

of this scattered radiation will fall in the image zone on the film if no

action is taken to alleviate the problem. In addition, the lower energy

.! gamma has a higher probability of interacting with the film, both because of

the higher cross section at lower energy and because of the longer path

" through the emulsion at the slant angle.

Examination of the results of scattering in the bottom region of the

film leads to the conclusion that about two-thirds of the scattered rays

will fall in the image zone of the film. In this case, at least, the small

angle scatters may not fall outside of the rather large resolution element

that is acceptable for the current work. Overall, it appears that the scat-

tered radiation reaching the film may be of the same order as the radiation

- absorbed by the body.

There are several reasons that the scattering phenomenon does not

destroy medical X-rays. First and foremost, lower energy photons have a

substantially lower ratio of scattering to absorption cross section. Then,

when scattering does occur, the cross section is increased so sharply that

absorption is virtually assured before the scattered photon can reach the

film. Finally, because of the relative ease with which the low energy pho-

tons can be absorbed, filters are provided to selectively absorb those pho-

tons approaching the film at an angle indicative of scattering.

I ! ,,6-3
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* . Thin absorber bars are of little value for collimating the beam from a

" cesium or cobalt source, and the lower absolute cross section and less

favorable cross section ratio at the higher energies already has been

observed. The only viable approach to high-energy absorption control is to

withdraw the film from its position immediately behind the specimen. In the

extreme, if the film were withdrawn a great distance, that fraction of the

original collimated beam which penetrated the object would be essentially

free of scattered photons by the time it reached the film. The scattering

would have to be within some very small angle to remain within the image at

the distant film, and very few of the scattering events involve very small

S"angles.

Consider a 20-centimeter object withdrawn 40 centimeters (about 16 in.)

away from the film. Only those photons scattered at angles less than about

, ,- 14 degrees can fall in the image plane. This includes only about seven per-

cent of those gammas scattered from the bottom of the body. The figure

drops to less than three percent for scattering events in the upper part of

the body. The mean is of the order of 5 percent and can be accounted for

empirically in the calibration process. The residual errors probably can be

held to one or two percent.

In principle, the separation could be increased to many feet, totally

- eliminating the scattered component of exposure, for all practical purposes.

There are two potential objections. First, the density achieved on the film

would decline if the level of object exposure to radiation were held

constant. The "thinner" film might not be readable with the same precision;
" . this seems resolvable. The image would be enlarged as well as less dense;

the same number of unreacted gammas reach the film after penetrating the

object. It should be possible to alter the instrument to read a larger sec-

tion of film, corresponding to the larger size of the image. There might be

some loss of exposure resolution due to the nonlinearity of the film in the

low exposure region if the separation were pushed to excess.

. The second concern involves growth in the defocusing of the image due

.'. to source size. The angle subtended by the source as seen from the object

is projected forward to the film. The greater the objects separation from

the film, the larger the image blur zone will become. However, this also

must be considered relative to the enlarged image size. The blur does not

6-4.............................................-..



grow relative to the image, and so poses no problem in a properly redesigned

experiment. The same can be said about photon statistical errors.

There seems to be little true objection to separating the film from the

object, within reasonable limits. It is clear that separation of the object

from the film alleviates the scattering problem. Separations of 30 to 60

centimeters may be desirable, depending on the object size. The resulting

errors will be acceptable.

6.4 Calibration and Dynamic Range

All films have certain sensitivity and dynamic range. The simulations

are a non-linear function of exposure and have a threshold and saturation.

Thus, too small an exposure will produce a zero signal regardless of

variation of the density. Too large an exposure will produce a "100%"

" signal regardless of the variations of density. A film and exposure time

must be chosen to produce a result in the quantitative region of sen-

sitivity, and the resulting radiograph must be capable of being quan-

titatively read.

I Initial simulations suggest that the attenuation of the beam will vary

between 9% and 90% (leaving 91% to 10% of the beam). Thus, a dynamic range

'" of about 10 is required. The maximum attenuation is expected to equal

about 1 inch of steel (the approximate equivalent path density of an X-ray

- through the head). To provide calibration of the film. a 1-in. steel and

I-in. aluminum step wedge have been constructed with 1/8-in, steps. As the

aluminum is about 1/3 as dense as the steel, the steps provide a 24-fold

dynamic range calibration in the region of interest. These wedges were used

in every view of exposure. The data reduction photodensitometer reads the

wedge radiographs for each view to provide a direct density calibration. It

is felt that the calibration and dynamic range error can be kept below 5%.

Variation of film sensitivity across a single piece of film is felt to be

negligible.

6.5 Reading Error

A photodensitometer has been constructed and appears to give repeatable

results to within about 3%.

6-5
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6.6 Slicing Error

As discussed earlier, the radiography of any segment that is still con-

. nected to the rest of the body will cause some error due to non-overlap of

the various views at the interface between the segment and the rest of the

body. In Figure 6.1, a simple two-dimensional "head" with "neck" has been

-simulated, and the actual densities (A - including diagonal slice) are com-

pared to ideal densities (I - perpendicular at free floating neck). As

shown, the mass error is near zero. The difference in center of gravity is

only 0.4% of the typical radius. The error in the diagonal inertia term is

about 3%. We feel that in a three-dimensional case, the off-diagonal iner-

tial term error would be about the same; but, as the off-diagonal term is

typically much smaller, the relative error would be significant. (Remember.

however, that with bilateral symmetry only two views are required, and there

is no slicing error). It is concluded that, in general, the slicing error

can be kept below about 3% except for the off-diagonal inertia terms.

6.7 Photon Statistical Errors

Photon statistics are satisfactory for the present purposes. The film

used requires the order of 0.1 R for reasonable exposure. This indicates

energy absorption of the order of 10 ergs per gram of emulsion. The

emulsion thickness is of the order of 0.001 grams per square centimeter.

indicating that the exposure requirement is equal to about 0.01 ergs per

Usquare centimeter. Now noting the half MeV class of the event energy, and

remembering that there are approximately 600,000 MeV per erg, it is clear

that the order of 10,000 events are required per square centimeter to obtain

adequate exposure.

These nuclear events are random in character, and the uncertainty in

number of events occurring is equal to the square root of the number, or the

order of 100 events for a one square-centimeter resolution element. This

indicates that the one-square-centimeter element will have a statistical

error of about one percent. If the element were reduced in size, the error

would increase relative to the measurement; clearly it would become signifi-

cant if the resolution requirement were comparable to those of medical X--

rays. However, for the present purposes, the error is quite acceptable.

Note that even if the resolution element were significantly reduced in

17 .; 
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size, say to 0.1 square centimeter, the error would increase only to the

order of three percent. If desired, this could be compensated by an order

of magnitude increase in exposure. The film still would be readable, and

,0 the one-Roentgen exposure to the test subject probably would be acceptable.

Statistical errors are not a problem.

6.8 Distributed Source

The maximum dimensions of the source, either tube target or isotopic,

can be kept to less than one centimeter. The source-to-target distance is

unlikely to be less than about one meter. These values imply a probable

maximum angle subtended by the source at the target of 0.01 milliradians.

Rays penetrating a 20-centimeter target in contact with a film will be

spread over the film in proportion to this angle; and edge in the object

structure will be imaged as a band 0.2 centimeters in width for the assump-

tions above. This is acceptable, consistent with the resolution require-

ments. In fact, the separation between the film and the farthest portion of

the object could be increased several fold without causing unacceptable

blurring for the present purposes.

6-8.
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7.0 PHOTODENSITOMETER A.

A photodensitometer has been constructed. It allows sweeping a photo-

cell over a radiograph. The position of the photocell is measured using two

orthogonal Celesco lanyard transducers (.005-in. accuracy). The transducers

have + 5 volt output for + 10-in, travel. The photocell reads light inten- %
sity from a reflected light source next to the photocell. The area of illu- %%

mination and sensing is approximately a 1-cm diameter circle. The photocell

output is 0 to 5 volts with adjustable sensitivity.

The three signals generated (two coordinates and one intensity) are

continuously read by an IBM-PC-based digital data acquisition program,

ANFILM. Each 1/10 second, the data is sampled and averaged. The intensity
is then assigned to the geometric grid point given by the two measured coor-

dinates. The value is also displayed on a CRT screen grid. Thus. the pho-

tocell can be swept by hand over the film at random without regard to grid

lines to "fill in" the picture. Moving slowly in significant areas results

in multiple measurements and averaging of the same grid point, hence

improving accuracy. Once the grid is filled in, it is written in a standard

h data set for future processing (called an "R" data set).

ANFILM also allows positioning of the photocell on the radiographic

wedge steps for calibration. Thus, the photocell readings are directly and

immediately converted to actual mass densities, cancelling out many poten-

p tial errors.

ANFILM also allows positioning on the "spot" points on the segment so

as to establish their exact relation to the measurement coordinate system.

.7-1
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'p 8.0 SIMULATION PROGRAMS

Two other programs, ANRAY and ANSEG, have been implemented. ANRAY has

the purpose of solving the equations of Section 2.2. Thus, given three "R"

data sets, ANRAY calculates the corresponding mass and inertial properties.

(Initially for Phase I. we are assuming three orthogonal views and parallel

beams.)

The second program, ANSEG, allows the user to arbitrarily define the

mass density of a segment in a three-dimensional space grid. It then calcu-

lates the mass and inertial properties and the three resulting "R" data

sets. This program will be used in the simulations to evaluate grid size

error, absorption variation (with atomic number) error, and dynamic range

requirements. Thus, the various "R" sets from ANSEG can be analyzed by

ANRAY to see how well the mass and inertial properties can be reconstructed

after various error sources are introduced.

,-8-1
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9.0 EXPERIMENTS

9.1 Radioffraphy

Test films were prepared at typical medical X-ray energies and at 662

keV, using a Cesium 137 source. A medium-speed, high-resolution film was

used in a cassette with intensifying and lead screens. Figure 9.1 is a

Xerographic copy of a typical radiograph.

9.2 Test Objects

The test objects were of several classes, intended to simulate natural

animal materials, to provide simple shapes, and to support density versus

mass thickness calibration.

The calibration aids were manufactured from steel and aluminum. Step

&W wedges were machined with care and were configured with eight steps, each -.

1/8-inch thicker than the last. The maximum thickness was one inch. The

wedges are 1/2-inch wide and approximately 4-inches long. The maximum mass

thicknesses of the steel and aluminum wedges are approximately 20.0 and 6.86

grams per square centimeter, respectively. The maximum steel thickness was

chosen to match the mass thickness of a human head, approximately.

Spherical and cylindrical bodies were tested to allow simplified data

reduction and software validity testing. Acrylic and rubber balls were used,

as was a "duck-pin" bowling ball. The duck-pin ball is a 5-inch diameter

sphere of an apparently uniform composition, with a density of 1.39 grams

per cubic centimeter. It has a maximum mass thickness of 17.65 grams per

square centimeter.

The cylindrical specimen was comprised of a lucite rod 1.75 inches in

diameter by 6 inches long, with a density of 1.18 grams per cubic cen-

timeter, inside of an aluminum tube measuring 2.125 inch o.d. by 4.125

inches long by 1.844 inches i.d.. Quarter-inch diameter holes were drilled

into the ends of the lucite rod to depths of 1 and 3 inches at the two ends.

Two pseudo-natural specimens were prepared, the first comprised of

gelatin with chicken bones, and some small metallic objects for composition,

in a rectangular polyethylene container. The second, used later in the

program, was sucrose, roughly simulating body soft tissues in atomic mass

.,.9-1
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distribution, and a simulated bone. The "bone" was a plaster of paris

loaded polyethylene vial with a 2 centimeter i.d. and an inside length of 5

centimeters. The bone composition included approximately 38 percent water,

resulting in a density of 1.77 grams per cubic centimeter. The mineral part

of the bone is believed to have an atomic number distribution that simulates

the mineral composition of true bone with adequate accuracy. The bone was

placed in the center of an approximately 4-inch square by 2.5-inch high

polyethylene container, which then was filled with sucrose to a density of

0.96 grams per square centimeter.

9.3 X-Ray Preparation

The initial series of radiographs were prepared with a medical X-ray

unit, operating at 70 key. The objectives of the first test series included

establishment of the correct range of exposure and confirmation of the

expected magnitude of the "Z" effect, the effect of atomic number on X-ray

absorption at typical medical X-ray energies. About a dozen pictures were

made, using the loaded gelatin and cylindrical objects described earlier.

The wedges were included in all shots, and the integrated current was

adjusted until qualitatively satisfactory appearing pictures were obtained

for both samples. Exposures were duly noted.

9.4 Gamma Radiograph Preparation

A 143-millicurie Cesium 137 source was used in several test series.

This source produces a tissue dose rate of approximately 0.5 Roentgens per

hour at a distance of one foot.

As with the X-ray series, the test objects were placed directly against

the cassette in the early test series. The test objects were withdrawn

approximately six Inches from the cassette in later experiments to confirm

the validity of this technique for suppression of exposure by scattered

radiation. In the final test, the wedges were left on the cassette and the

sample was pulled back about six inches from the film, in an attempt to

reduce confusion of the calibration densities by the radiation scattered

from the sample.

9-3



9.5 Preliminary Results

Three numerical simulations and one actual radiograph were first per-

A formed. In these cases, the object of concern was the 5-inch diameter

plastic sphere referred to above. The cases were

A - Exact theoretical model

- B - Numerical evaluation of sphere using 1-cm grid size

C - Same as A but reducing outer 1-cm shell attenuation by 5%.

D - Reduced data from actual radiograph of plastic sphere.

The resulting mass, center of gravity (c.g.), and inertia tensor values

are shown in Table 9.1, Case B (compared to Case A) shows that 1-cm grid

discretization causes a 1% mass error and a 7% inertia (Izz) error. The c.g.

and inertia cross product (Ixy) error is zero. Table 9.2 shows the numeri-

cal radiographic density of this theoretical case.

Case C shows that a 5% attenuation variation in a 1-cm shell has less

of an effect than the grid discretization.

Case D shows, based on the radiograph experiment, a total mass error of

13% and an inertia term (Izz) error of 8%. The maximum c.g. error is about

6% of the sphere diameter. The cross product term (Ixy) is equal to about

m 2% of the diagonal (Izz) term: whereas, it should be zero. In a typical

human head*, the cross product terms are 3% of the diagonal terms. Hence,

this cross product error (of 2%) is significant. Table 9.3 shows the

measured radiographic density of this actual case (and should be compared

to Table 9.2). Figure 9.1 shows a Xerographic copy of a print of this

radiograph. In the original, the details of the step wedges and edges of

the sphere are much clearer.

In order to further evaluate grid size and discretization effects

(independent from radiographic causes of error), Case 1 through 11 of Table

* "Measurement of Mass Distribution Parameters of Anatomical Segments," by

E.B. Becker, NAMRL - 1193, October 1973. 1 have taken his Case 3356.
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TABLE 9.1: MASS AND INERTIAL PROPERTIES OF 6.35-CM RADIUS SPHERE

A - Exact Theoretical Model

M = Total Mass = 1.49 kg

C.g. X = Y = 0.0 cm

Izz 24.0 kg-cm2

Ixy = 0.0 kg-cm 2

B - Numerical Evaluation with 1-cm Grid

M = Total Mass = 1.48 kg

C.g. = X = Y = 0.0 cm

Izz = 25.7 kg-cm 2

Ixy = 0.0 kg-cm2

C -Same as B with 1-cm Shell Reduced 5%

M = Total Mass = 1.47 kg

-'.c.g. = X = Y 0.0 cm

Izz = 25.5 kg=cm2

Ixy = 0.0 kg-cm2

- D - Actual Radiograph Reduction

M = Total Mass = 1.68 kg

c.g. X - .37 cm, Y = -.80 cm

Izz = 25.9 kg-cm 2

Ixy = 0.6 kg-cm 2

9-5
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9.4 were run. In these cases, a uniform sphere of unit density and radius

of 6 cm were investigated. In performing these studies, we explicitly

accounted for the fact that an optical detector viewing a grid area performs

an average density measurement over its field of view (spot size). Thus the

only error, in principle, is that it assigns this density to the center of

the grid; whereas it may not, in fact, have its center of gravity in the

grid center. Because of this, the determination of mass should be exact as

total mass is position independent. Review of all cases in the table shows

* -" that this is true to within 0.1%. which is probably numerical rounded-off

error.

Cases 1 through 5 investigated grid size effects. The grid size was

* varied from 4 cm to 0.25 cm. The spot size was taken the same as the grid

size. The center of the sphere was held constant at (8.8 cm). As can be

seen, a 1-cm grid results in errors on the order of 1% for center of gravity

position and inertia. The off-diagonal inertia, which should be zero, is, in

fact, very small when compared to the diagonal terms (all inertia terms have

* been calculated with respect to the center of gravity). A decrease in grid

size to 0.25 cm reduces errors to about 1/3% (hardly a useful improvement).

An increase to 2 cm results in up to 5% error, and an increase to 4 cm yields

15% error in the inertia terms. Hence, it would appear that a 1-cm grid

would suffice and keep the discretization error well below that due to other

sources.

Cases 6 through 8 investigated the effect of a sphere not exactly cen-

tered on the grid. (It was initially felt that the good results and small

- ,.. off-diagonal inertia could be due to the symmetry of Cases 1 through 5 on

S "the grid.) As can be seen, the nonsymmetry of the grid to sphere has little

effect on the results.

Cases 9 through 11 investigated the effect of the "spot" size being

, . different than the grid size. It would appear that a spot size about equal

to the grid size gives the best result.

9-8
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10.0 USE OF DETECTORS INSTEAD OF FILM

While film can be used as the detection media, it has some disadvan-

5 Itages. These include relatively low sensitivity and the need for post-pro-

cessing to digitize the data. If solid-state detectors were used, the

sensitivity could be greater, and the data could be directly placed in the

computer. To avoid the need for a large grid of detectors, the source could

be collimated into a fan or beam and scanned, thus requiring only a line of

S•.detectors, or even a single detector. In the latter case, the data analysis

would be greatly simplified, as true perpendicular parallel data could be

' obtained without the need of the pseudo inverse manipulation to account for

beam spreading.

The data-taking computer could control the scan and pause long enough

at each grid point to obtain a reliable reading, thus speeding up the data

taking in areas of low attentuation. The use of a collimated beam, the same

size as the grid spacing, reduces the total dose to the patient. If a scan

*' system were used, the orientation of the patient (anatomical section) would

have to be indexed by a system tied to the scanning frame. This could be

accomplished, for example, by four stereotaxic indicators fixing and

measuring the location of Reade's plane (defined by the auditory meatuses

and the orbital notches).

The resolution requirements for the proposed density instrument are

p relatively low; many millimeters are acceptable. compared to the fractions

of a millimeter desired for diagnostic X-rays. This suggests consideration

of scintillation detectors for the current application. Because they have a

mass thickness of the order of a thousand times that of an X-ray film. and

absorption coefficients that are equal to that of a film emulsion of equiva-

lent thickness, scintillation detectors will reduce the patient dose drama-

tically.

The output of the scintillation detector is amplified and then can be

handled in several ways. The most logical approach for this program is to

capture the data directly in the computer. It must be input to a computer

for further processing anyway, but now one has the advantage of real-time

* input, without waiting for film processing and densitometer. An additional1.
advantage of the use of this type of detection is the ability to discrimi-

nate on energy, eliminating scattered photons from the data.

r0-
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The primary requirements for the detection system now are seen to be a

scintillation detector, preferably with an integral photomultiplier tube, a

power supply, a preamplifier and amplifier, and an interface to the com-

6puter. The electronic components are available from several suppliers, of

which the best known probably is EG&G ORTEC. The detector also is available

from several sources, including Harshaw and Bicron Corporation.

The detection system easily can handle data at 10,000 counts per

second. A large enough fraction of these counts will be in the photopeak

energy band to assure two-percent counting accuracy in one second, if the

source activity is high enough. For less powerful sources, the counting

period will be longer, but 10,000 scintillator events still will be suf-

ficient. Assuming a 20-cm-square image and a 2-cm-square resolution ele-

ment, the total measurement time will be 100 times the exposure time for a

single element.

Two-dimensional scanning is required: the alternative of either a

linear or square array of detectors is more costly and not justified for

this application. The scanning can be provided in several ways, because the

source, subject, and detector all are movable to some degree. The simplest

approach is to provide two orthogonal linear motions, presumably a horizon-

tal motion of the subject and a vertical motion of the detector, and equip

the source with a collimator providing a vertically-oriented fan-shaped out-

put beam. The scan then is accomplished by counting with patient and detec-

tor fixed for the required incremental time, advancing the detector and

counting again, and repeating the process until the vertical array is

complete. Then the subject is advanced horizontally until the next vertical

zone is in position for counting, and so on until completion of the data

acquisition.

The patient doses are not high, even though the beam is fan shaped

instead of being confined to the size and shape of the detector. The dose

can be estimated directly from the required number of counts per resolution

element. At 662 KeV, approximately 730 photons per square centimeter per

second gives an exposure rate of I milliRoentgen per hour; 2.6 million pho-

tons per square centimeter yields an integrated exposure of 1 millirem.

Only 10,000 events per element or about 2,500 per square centimeter, are

required. Further noting that the detector will provide photopeak counts
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responding about 10 percent of the impinging photons, no more than approxi-

mately 20,000 photons per square centimeter are required to expose an ele-

ment. This indicates a dose on the order of 0.01 millirem during the time

of counting each element in the fan. Because the entire fan region is being

exposed while each element is being counted, each element of the exposed

- i I, region ultimately receives 10 times this dose, or approximately 0.1

milliroentgens. This is several orders of magnitude less than the doses

* ~.experienced with typical high-resolution medical X-rays. If dose

suppression were of great importance, 10-fold additional suppression could

be achieved by collimating to a square beam and providing two-dimensional

* scanning. Assuming that fan collimation is acceptable, a Cs 137 source of

60 millicurves strength will be required to complete two views in a

* - 20-minute period.
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